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ABSTRACT
This report is discussing the design choices behind gossipsub, the
pubsub protocol in use today in the IPFS ecosystem and in partic-

ular as a message mechanism protocol for IPNS records. We are

discussing the requirements of the protocol, related works in the

area, as well as the specific parameters that influence its behaviour.
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1 INTRODUCTION
Publish/Subscribe systems have traditionally been used to facilitate

distribution of messages in an asynchronous manner between a set

of publishers and subscribers. Senders (publishers) and receivers

(subscribers) are not in direct communication, but instead com-

municate through the pub/sub system. Subscribers declare their

topics of interest; publishers publish in one of the system’s topics.

The pub/sub system then matches the two and delivers new mes-

sages (or more commonly called events) to all subscribers under

a topic. Pub/Sub systems have been extensively used by Internet

applications (see Twitter, RSS Feeds, Facebook), but also by general

purpose Peer-to-Peer (P2P) systems.

By and large, peer-to-peer (P2P) networks can be split in two

categories: i) structured P2P overlays and ii) unstructured P2P over-

lays. In structured P2P overlays (or networks), the network has

some structure, e.g., it is based on some topological or node hier-

archy. In such cases, some nodes (often called Super Nodes) can

be assigned more responsibilities than others, such as for example,

relay published events to subscribed nodes. Those nodes are also

assumed to be dedicated servers, hence, they can support routing
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Figure 1: Topics & Peers

Figure 2: Message Delivered to Subscribers

of pub/sub messaging and other operations related to the system

on a stable and continuous fashion.

Unstructured P2P overlay networks, on the other hand, do not

assume any connectivity properties for any of its nodes. That is,

in unstructured P2P networks, nodes can be of any type (i.e., from

always-on rack servers, to ephemerally connected laptops and mo-

bile devices) and thus, connect and disconnect at random times.

These random connectivity patterns make it impossible to assign

extra event routing or message caching responsibilities to any node

in unstructured P2P networks. In turn, designing message propaga-

tion and guaranteeing reliability of message delivery (that is, that a

message will reach all nodes in the network within a given amount

of time) is very difficult.

For these reasons, unstructured P2P networks very often use

pub/sub protocols that are closer to flooding, or random walks

on the overlay to propagate event and membership information.

However, naïve flooding introduces a lot of extra traffic in the

network, while random walks may take extended amounts of time

before reaching all nodes.

While previous work has addressed many different aspects and

requirements of pub/sub design for structured P2P networks, little

has been done for unstructured P2P networks. “Gossip" has been

introduced as a way to limit the number of messages propagated be-

tween peers in pub/sub systems, as compared to flooding, where all

published messages are forwarded to all subscribed peers. In gossip-

based approaches, peers forward metadata related to messages they

have “seen" without forwarding the messages themselves. There
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have been numerous studies that explored gossip-based systems,

but the scalability of large-scale, unstructured pub/sub systems has

not been addressed thoroughly.

In recent years, there has been significant momentum for design

and deployment of decentralised Internet services and applications.

Among others, such services include distributed and decentralised

storage [8], [7], [12], [34], [2] but also computation systems [3].

The aim is to replace, or complement traditional centrally man-

aged and operated cloud services. End-users are contributing part

of their resources to the network and get rewarded according to

contribution. These emerging systems are distributed in the sense

of geographical spread and decentralised from the point of view of

ownership, management and operation.

We are, therefore, witnessing a trend towards building P2P over-

lays, where, in most cases, unreliable and non-dedicated end-user

devices are active contributors to the network. In the absence of

central control, messaging in those systems is of utmost impor-

tance in order to communicate operational processes (e.g., find file

or execute function), but also propagate management events.

Pub/Sub has seen a surge in usage from distributed applications

in the area of decentralised services, such as decentralised chat

and social networks [12], [10], collaborative editing tools without a

backend server [11], hosting of dynamic website content in unman-

aged P2P networks [8], storage and synchronisation of evolving

datasets, to name a few.

In distributed storage systems and in the case of the InterPlan-

etary File System (IPFS) ecosystem in particular, pub/sub can be

used for several purposes, including content routing, i.e., one of the
most central and vital functions of the system. IPFS is a content-

addressable, distributed P2P storage network with hundreds of

thousands of daily users. Users can participate in the network

as unreliable nodes, e.g., using laptop devices and with frequent

disconnections. The gossip-based pubsub protocol proposed here

(acronymed “gossipsub") was developed with those system and

environment requirements in mind (i.e., unmanaged network and

unreliable nodes) and is currently in use to push naming record

updates to the decentralised naming system of IPFS (acronymed

IPNS [9].

Pubsub and in particular the proposed gossipsub protocol will

also be used in the very near future by emerging P2P systems,

such as ETH2 [4] and Filecoin [5] as the main routing protocol for

transaction blocks. Systems such as ETH2 and Filecoin are primarily

financial systems and are expected to carry transaction messages

worth millions in monetary value. That said, the security properties

of gossipsub need to be investigated in detail, which we will do in

subsequent versions of this report.

Previously proposed pubsub systems have proven scalability

properties in managed and cloud-based environments. A few pub-

sub protocols have been proposed for unstructured P2P overlays

and among those even fewer have been tested with more than

10,000 nodes and high rates of churn. IPFS already has hundreds

of thousands of daily users and is expected to grow exponentially

to multiple millions. ETH1.0 already has more than 16,000 users

and when ETH2.0 arrives this number is expected to rise by several

orders of magnitude.

That said, a thorough evaluation of the protocol is essential

before its deployment in those systems. This is the goal that this

paper intends to pursue. In its current version, we are starting by

illustrating the protocol’s main design choices, together with a

conceptual comparison against related works in the area.

Gossipsub Design Summary: The pubsub protocol proposed
here falls in the category of gossip-based pubsub protocols. Its main

design features are a connected mesh, complemented by gossip

functionality and lazy push. Lazy push is a technique used in pub-

sub systems, according to which only metadata and not the full

message, is forwarded to subscribed nodes. In turn, if nodes are in-

terested in the actual message whose metadata they have received,

they request the message explicitly. As is the case with many un-

structured P2P networks, the first version of the protocol was closer

to flood-based pubsub. However, as the IPFS network grew over

time, it was clear that flooding is not an efficient approach. Scal-

ability requirements quickly surfaced and resulted in the design

of meshsub, a connected mesh which is complemented by gossip
and lazy push as core features of the protocol. The combination of

those techniques, along with the ability to plug in custom routing

heuristics, constitute the main novelty of gossipsub. Simplicity of

implementation, as well as being reactive to dynamic network con-

ditions have been the driving philosophies behind the design of

gossipsub.

2 BACKGROUND & RELATEDWORK
2.1 Tradeoffs in PubSub
General purpose pub/sub messaging systems can prove very useful

from several different aspects (from management and operation

to performance) in P2P networks and as such come with many

tradeoffs [19], [25]. Due to the wide variety of applications building

on top of pubsub systems, not all tradeoffs apply to all systems and

many of them are contradictory to each other. Below, we discuss

some of them and, where relevant, note how they influenced the

design of gossipsub.

(1) Reliable Delivery. In case of no node downtime, all pub-

lished messages should be delivered to all subscriber nodes.

Pub/Sub systems should be robust against node churn and

should still reach most nodes (i.e., achieve high hit rate).

Apart from robustness, fast recovery from churn is also nec-

essary. Node churn and disconnected environments are tack-

led in gossipsub by using gossip messaging. This is a hard

requirement for the protocol’s use in the IPFS network, but

also more generally as a feature in libp2p.

(2) Load Balancing. The event message relay load should be

roughly equally split between nodes. Assuming a scaled

up system where nodes might be subscribed to 5K events,

relaying messages is becoming a heavy task and therefore,

the more nodes a node is connected to (in terms of degree),

the more the relay tasks it will have to carry out.

(3) Scalability. Given the growth of networked systems, both

in a cloud environment, but also in decentralised, P2P envi-

ronments, the system should be able to scale up to millions

of nodes
1
. There have been very few (if any) systems that

1
The Bittorent network had tens of millions of active daily nodes, while IPFS today has

hundreds of thousands of nodes and the ETH2 network is expected to have millions of

nodes.
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achieved scalability of that order in unmanaged, P2P envi-

ronments, while still achieving acceptable performance with

today’s standards (i.e., lookup inms and delivery in less than

1sec).
(4) Resilience&Resource-Efficiency. It is generally common

in pub/sub systems for a message to be delivered twice to

subscriber nodes. Clearly, this increases load on individual

relay nodes, but also the overall system’s bandwidth require-

ments. On the other hand, redundant delivery can enhance

the security and resilience properties of the system. Dupli-

cate message delivery has to be kept within certain levels in

order to both achieve resilience, but at the same time avoid

having negative impact in terms of resource-efficiency.

Building broadcast (spanning) trees has been proposed before

[22], [23] to deal with many of the tradeoffs listed above (e.g., load-
balancing and resource efficiency), but a tree can only scale linearly

to its length and most importantly it is not robust against churn.

Gossiping, on the other hand, is inherently more robust against

node failures and churn, but might suffer from resource efficiency

and load-balancing.

Striking the right balance, especially in an unmanaged, unstruc-
tured P2P overlay has not seen a solution to date. This is the gap that
the proposed solution is filling, leveraging the simplicity of its design,
but also a resource-efficient gossip approach.

The literature in this space is vast. The purpose of this section

is not to survey the majority of the proposals, but instead to point

to the most important contributions from which lessons can be

learned and applied to an unstructured, unmanaged, P2P pub/sub

overlay.

2.2 Scalable Topic-based Pub/Sub
Scalability in pub/sub systems was a key requirement in cloud

environments, as cloud-based systems had to scale to accommodate

demand. Amazon [1] and Google Cloud Messaging [6] both have

pub/sub protocols in operation, although their operational details

have not been widely revealed.

Scribe [18] was one of the very first pub/sub systems that pro-

posed a decentralised multicast overlay, on top of the Pastry DHT.

DHTs have been used in several pub/sub systems (see Meghdoot

[21], Bayeux [36]), where in most cases the DHT is used to find

where subscriptions are located and route to them [21], or as a

rendezvous point [18] for a topic. Poldercast [31] is an interesting

approach which uses a ring overlay (and additional links as op-

timisation). Subscribers to a topic are connected to this ring and

messages propagate to all other subscribers. Clearly, the latency to

inform all nodes is increasing linearly, unless direct links exist and

can be exploited. Dynatops [35] was proposed as a self-configured

topic-based pub/sub system which can deal with short-lived sub-

scriptions. All these systems require a broker network that extends

across a wide-area network to cover subscribers. Dynamoth [20]

was proposed to reduce latency as a hybrid between the dissinter-

mediated pub/sub and the directly-connected client-server models.

It is, however, exclusively applicable to cloud-based systems and

not to P2P overlays.

Closer to our work are systems such as Vitis [29], Tera [13],

Rappel [27] and StAN [26], which use gossiping to propagate in-

formation and build on unstructured P2P overlays. Gossip-based

protocols distinguish between two types of peering: full message
and metadata peering (see Figs. 3 and 4). When two nodes are in

full message peering, messages received by one node are forwarded

to its full message peers. In contrast, when two nodes are metadata

peers, they exchange only metadata for received messages. Meta-

data peers are “aware" of published messages, but do not actually

have the published messages. Extending the concept of meta-data
peering, gossipsub is implementing the previously proposed concept

of lazy push, according to which peers in the network are notified

of the existence of messages only (e.g., through their message ID),

but messages are only forwarded if a node explicitly requests the

newly advertised message.

Figure 3: Full vs. Metadata Peering

In particular, the authors in [29] are arguing that most similar

systems are building one separate overlay per topic, which results

in nodes being members of an extensive number of overlays. This,

in turn, according to Vitis [29] increases overhead for relay nodes,

which might get disincentivised and leave the system. In contrast,

Vitis is dealing with this problem by bounding the number of con-

nections per node. This is done by using gossip messages to sample

the topics that other nodes have subscribed to. Then grouping nodes

into the same overlay where topics overlap reduces the number of

overlays needed, while at the same time keeping nodes subscribed

to the topics of their choice.

Rappel [27] is targeting low overhead and noise to subscriber

nodes, that is, receiving messages for topics that the node is not sub-

scribed to. Rappel achieves that by building a network of “friends

overlay" building on interest locality. Rappel also targets fast dis-

semination of messages by taking into account network locality on

top of interest locality.

While these have been very interesting approaches to gossip-

based pub/sub for unstructured P2P overlays, none of them has

been tested for scalability at massive scales (e.g., millions of nodes),

or significant node churn. Rappel [27] is claiming to be robust for

up to 25% node churn, while Tera [13] leaves this part for future

evaluation.

The scale required by systems such as name registry propagation

in IPNS, or request routing in Filecoin and transaction routing in

ETH2 can be orders of magnitude higher than the systems tested

in the past for unstructured, unmanaged P2P overlays. Node churn

can also be significant, but we expect that a 30% threshold should

be acceptable.

2019-12-30 05:20. Page 3 of 1–8.
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Figure 4: Gossip-based Message Delivery

Gossipsub is building on simplicity of both design and implemen-

tation, in order to be able to scale and address the size of network

we require. Being responsive to changing network conditions, such

as node churn in unreliable environments is another feature that is

achieved by gossipsub’s design.

2.3 Scalable Content-based Pub/Sub
Content-based pub/sub systems have been extensively studied

in the past, e.g., [17], but also more recently in the context of

Information-Centric Networks, e.g., [15], [16]. Generally speak-

ing, content-based (or sometimes called attribute-based) pub/sub

systems can provide finer granularity matching between publish-

ers and subscribers, but in order to achieve this they require more

compute resources. Gossipsub is is not building on content-based

pub/sub, hence, in this subsection we discuss a few approaches for

completeness.

BlueDove [24] is one of the well-known approaches in this space.

It supports multi-dimensional attributes and is organising over-

lay servers in a scalable topology. E-StreamHub [14] is proposed

as a middleware with the interesting feature that it adds and re-

moves nodes based on their load. Both of these approaches are

exclusively cloud-based and although they achieve scalability and

low-latencies, they do not apply to unmanaged P2P networks. In

fact, most content-based pub/sub systems either target cloud envi-

ronments, or some broker-based infrastructure (see Elvin, Sienna

[17], HERMES [28], Gryphon [33]). Privacy-preserving techniques

to protect subscribers’ information have also been investigated

extensively in content-based pub/sub systems with some notable

works, such as [30], [32].

3 GOSSIPSUB PROTOCOL DETAILS
3.1 FloodSub
The initial pubsub protocol in libp2p was floodsub. Floodsub imple-

ments pubsub in the most basic manner, with two defining aspects:

i) ambient peer discovery; and ii) flooding, as the most basic routing

and message propagation protocol

3.1.1 Ambient Peer Discovery. With ambient peer discovery, the

peer discovery task is pushed outside the scope of the pubsub pro-

tocol. Instead, the mechanism for discovering peers is provided for

by the environment. In practice, and in the case of IPFS, this can be

embodied by DHT walks, rendezvous points or similar techniques.

This level of decoupling is possible thanks to the modular design of

libp2p. Floodsub relies on the ambient connection events produced

by these discovery mechanisms. Whenever a new peer is connected,

the protocol checks to see if the peer implements floodsub and/or

gossipsub, and if so, it sends a ‘hello’ packet that announces the

topics that it is currently subscribing to.

This allows the peer to maintain soft overlays for all topics of

interest. The overlay is maintained by exchanging subscription

control messages whenever there is a change in the topic list. The

subscription messages are not propagated further, so each peer

maintains a topic view of its direct peers only. Whenever a peer

disconnects, it is removed from the overlay.

Ambient peer discovery can be driven by arbitrary external

means, which allows orthogonal development and no external de-

pendencies for the protocol implementation.

There are a couple of options we are exploring as canonical

approaches for the discovery function:

• DHT rendezvous using provider records; peers in the topic

announce a provider record named after the topic.

• Rendezvous through known or dynamically discovered ren-

dezvous points.

3.1.2 Flood Routing. With flooding, routing is almost trivial: for

each incoming message, forward to all known peers in the topic. In

our implementation, the router maintains a timed cache of previous

messages, so that seen messages are not forwarded more than once.

The protocol also never forwards a message back to the source or

the peer that forwarded the message.

3.1.3 Retrospective. Evaluating floodsub as a viable pubsub proto-

col reveals the following highly desirable properties:

• it is straightforward to implement.

• it minimizes latency; messages are delivered acrossminimum

latency paths, modulo overlay connectivity.

2019-12-30 05:20. Page 4 of 1–8.
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• it is highly robust; there is very little maintenance logic or

state.

The problem, however, is that messages do not just follow the
minimum latency paths; they follow all edges, thus creating a flood.

The outbound degree of the network is unbounded, which further

means that peers’ bandwidth is saturated with redundant traffic.

On the other hand, redundant traffic is increasing the resilience

of the network and unbounded degree is naturally creating a re-

sistance level against Sybil attacks. There are clear benefits that

come with message redundancy that gossipsub attempts to exploit,

but at the same time without being prohibitive to the peers’ re-

sources. This is essential in order to increase scalability and support

decentralisation.

Similarly, the amplification factor is only bounded by the sum of

degrees of all nodes in the overlay, which creates a scaling problem

for densely connected overlays at large.

3.2 Controlling the flood
In order to scale pubsub without excessive bandwidth waste or peer

overload, we need a router that bounds the degree of each peer and

globally controls the amplification factor.

3.2.1 randomsub: A random message router. As a first step, we

consider the simplest bounded floodsub variant, which we call

randomsub. In this construction, the router is still stateless, apart

from a list of known peers in the topic. But instead of forwarding

messages to all peers, it forwards to a random subset of up to D
peers, where D is the desired degree of the network.

The problem with this construction is that the message prop-

agation patterns are non-deterministic. This results in extreme

message route instability, manifesting as message reordering and

varying timing patterns, which is an undesirable property for many

applications.

3.2.2 meshsub: An overlay mesh router. meshsub is improving on

the randomsub construction by limiting the number of messages in

the pubsub network. This is essential in order to reduce bandwidth

requirements, network and node/router load. However, instead

of randomly selecting peers on a per message basis, we form an

overlay mesh where each peer forwards to a subset of its peers on a

stable basis. We construct a router in this fashion, dubbed meshsub.
Each peer maintains its own view of the mesh for each topic,

which is a list of bidirectional, reciprocal links to other peers. That

is, in steady state, whenever a peer A is in the mesh of peer B, then

peer B is also in the mesh of peer A.

The overlay is initially constructed in a random fashion, based

only on topics. Whenever a peer joins a topic, then it selects D peers
(in the topic) at random and adds them to the mesh, notifying them

with a control message. When it leaves the topic, it notifies its peers

and forgets the mesh for the topic.

The mesh is maintained with the following periodic stabilization

algorithm:

at each peer:
loop:
if |peers| < D_low:
select D - |peers| non-mesh peers at random and add
them to the mesh

if |peers| > D_high:
select |peers| - D mesh peers at random and remove them
from the mesh
sleep t

The parameters of themeshsub algorithm are: D, which is the tar-

get degree, and two relaxed degree parameters D_low and D_high,
representing admissible mesh degree bounds. Their goal is to intro-

duce elasticity and curtail excessive flapping.

3.2.3 gossipsub: The gossiping mesh router. The meshsub router

offers a baseline construction with good amplification control prop-

erties, which we augment with gossip about message flow. The

gossip is emitted to random subsets of peers that are currently not
part of the mesh. Using gossip messages we can propagate metadata

about message flow throughout the network. The metadata can be

arbitrary, but as a baseline we include the message IDs that the

router emitting the gossip has seen in the last few seconds. The

actual messages themselves are cached, so that peers receiving the

gossip can request them for transmission with a control message.

The router can use this metadata to improve the mesh and create

epidemic broadcast trees. Beyond that, the metadata can restart

message transmission at different points in the overlay to rectify

downstream message loss. Alternatively, it can simply jump hops

opportunistically and accelerate message transmission for peers

who are at some distance in the mesh.

Essentially, gossipsub is a blend of meshsub for data and ran-
domsub for mesh metadata, realised in the form of lazy push. The
combination of those techniques provides a powerful construction

that meets requirements of disconnected mesh, “squatting peers",

responsiveness to network conditions and most importantly scala-

bility. Gossipsub provides bounded degree and amplification factor

with the meshsub construction and augments it using gossip propa-

gation of metadata with the randomsub technique.

3.3 The gossipsub Protocol Implementation
We proceed to provide a specification of the gossipsub protocol by

sketching out the router implementation. The router is backwards

compatible with floodsub, as it accepts floodsub peers and behaves

like floodsub towards them.

3.3.1 Control messages. The protocol defines four control mes-

sages:

• GRAFT: graft a mesh link; this notifies the peer that it has

been added to the local mesh view.

• PRUNE: prune a mesh link; this notifies the peer that it has

been removed from the local mesh view.

• IHAVE: gossip; this notifies the peer that the following mes-

sages were recently seen and are available on request.

• IWANT: request transmission of messages announced in an

IHAVE message.

3.3.2 Heartbeat. The router periodically runs a heartbeat proce-

dure, which is responsible for maintaining the mesh, emitting gos-

sip, and shifting the message cache.

3.3.3 Router state. The router maintains the following state:
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Figure 5: Graft New Peering Nodes

Figure 6: Prune Existing Nodes

• peers: a set of all known peers; peers.gossipsub denotes
the gossipsub peerswhile peers.floodsub denotes the flood-
sub peers.

• mesh: the overlay meshes as a map of topics to lists of peers.

• fanout: the mesh peers to which we are publishing to with-

out topic membership, as a map of topics to lists of peers.

• seen: this is the timed message ID cache, which tracks seen

messages.

• mcache: a message cache that contains the messages for the

last few heartbeat ticks.

Themessage cache is a data structure that stores windows of mes-

sage IDs and the corresponding messages. It supports the following

operations:

• mcache.put(m): adds a message to the current window and

the cache.

• mcache.get(id): retrieves a message from the cache by its

ID, if it is still present.

• mcache.window(): retrieves the message IDs for messages

in the current history window.

• mcache.shift(): shifts the current window, discarding mes-

sages older than the history length of the cache.

The seen cache is the flow control mechanism. It tracks the

message IDs of seen messages for the last two minutes. It is separate

from mcache for implementation reasons in Go (the seen cache

is inherited from the pubsub framework), but they can also be

the same data structure. Note that the two minute cache interval

is non-normative; a router could use a different value, chosen to

approximate the propagation delay in the overlaywith some healthy

margin.

3.4 Topic Membership
Topic membership is controlled by two operations supported by

the router, as part of the local pubsub SDK API:

• On JOIN(topic) the router joins the topic. In order to do

so, if it already has D peers from the fanout peers of a topic,

then it adds them to mesh[topic], and notifies them with a

GRAFT(topic) control message. Otherwise, if there are less

than D peers (let this number be x ) in the fanout for a topic (or
the topic is not in the fanout), then it still adds them as above

(if there are any). The algorithm also selects the remain-

ing number of peers (D-x) from peers.gossipsub[topic],
and adds them to mesh[topic] notifying themwith a GRAFT(topic)
control message.

• On LEAVE(topic) the router leaves the topic. It notifies the

peers in mesh[topic] with a PRUNE(topic) message and

forgets mesh[topic].

Figure 7: Graft Full Peering Nodes

Note that the router can publish messages without topic mem-

bership. In order to maintain stable routes in that case, it maintains

a list of peers for each topic it has published in the fanout map. If

the router does not publish any messages of a topic for some time,

then the fanout peers for that topic are forgotten – in other words,

this is soft state.

Also note that as part of the pubsub API, the peer emits SUB-

SCRIBE and UNSUBSCRIBE control messages to all its peers when-

ever it joins or leaves a topic. This is provided by the the ambient

peer discovery mechanism and nominally not part of the router. A

standalone implementation would have to implement those control

messages.

3.4.1 Message Processing. Upon receiving a message, the router

first processes the payload of the message. If it contains a valid
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message that has not been previously seen, then it publishes the

message. In particular,

• It forwards themessage to every peer in peers.floodsub[topic],
provided none of these peers are the source of the message.

• It forwards the message to every peer in mesh[topic], pro-
vided none of these peers are the source of the message.

After processing the payload, it then processes the control mes-

sages in the envelope:

• On GRAFT(topic) it adds the peer to mesh[topic] if it is

subscribed to the topic. If it is not subscribed, it responds

with a PRUNE(topic) control message.

• On PRUNE(topic) it removes the peer from mesh[topic].
• On IHAVE(ids) it checks the seen set and requests unknown
messages with an IWANT message.

• On IWANT(ids) it forwards all request messages that are

present in mcache to the requesting peer.

When the router publishes a message that originates from the

router itself (at the application layer), then it proceeds similarly to

the payload reaction:

• It forwards themessage to every peer in peers.floodsub[topic].
• If it is subscribed to the topic, then it must have a set of peers

in mesh[topic], to which the message is forwarded.

• If it is not subscribed to the topic, it then forwards the mes-

sage to the peers in fanout[topic]. If this set is empty, it

chooses D peers from peers.gossipsub[topic] to become

the new fanout[topic] peers and forwards to them.

3.4.2 Control message piggybacking. Gossip and other control mes-

sages do not have to be transmitted on their own message. Instead,

they can be coalesced and piggybacked on any other message in the

regular flow, for any topic. This can lead to message rate reduction

whenever there is some correlated flow between topics, and can

be significant for densely connected peers. Although our choice

of metadata (i.e., message IDs) is used as a baseline (see Sec. 3.2.3),

piggybacking is a very elegant way to propagate this type of infor-
mation without inserting extra traffic in the network and therefore,
being able to scale to much larger network sizes.

4 CONCLUDING REMARKS
We have presented the design choices of the pubsub protocol used

in the IPFS ecosystem together with reasoning behind those choices.

We have provided a brief survey of related works in the area of

pubsub and have conceptually compared the design choices of

gossipsub with those in related literature. This report should by no

means be considered as a comprehensive literature survey. Instead,

we have pointed to survey papers that paint the bigger picture.

With the imminent deployment of gossipsub as the main routing

protocol for transaction messages/blocks in the Filecoin network,

we are currently investigating security measures of gossipsub and

will update this report once the initial security enhancements are

designed.
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